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Abstract. Anuran sexual calls are highly influenced by temperature. So the ex-
istence of some species in a certain geographical area becomes a good indicator 
of climate change. For this purpose, biologists are recording huge amounts of 
animal sounds which have to be classified. In this paper we present an automat-
ic anuran sound classification method based on MPEG-7 features. Up to ten da-
ta mining techniques are used to classify real field-obtained sounds, comparing 
their results. Quite good classification success is achieved, even considering the 
noisy ambient. 

Keywords: sound classification · data mining ·MPEG-7 features ·  habitat mon-
itoring 

1 Introduction 

Since Roger Revelle in 1950 [1] alerted about the consequences of the greenhouse 
gases, the international scientific community has been looking for indicators of hu-
man influence on climate. In 1972, Dennis Meadows showed in its report on the lim-
its of growth [2] the first predictive computer model of the warming caused by fossil 
fuels. Since then many models have been proposed trying to explain the long-term 
evolution of different climate indicators. 

One of the consequences of climate change is its impact on the development of basic 
physiological functions of various species [3,4]. Thus, for example, the sound pro-
duced during the mating call plays a central role in sexual selection and reproduction 
of numerous ectotherm species (those that regulate its temperature from ambient tem-
perature), which include Anura (frogs and toads), fish and insects [5,6,7]. Various 
acoustic patterns are used to attract potential mates, as a defense, to ward off oppo-
nents, and to respond to the risks of predation. These sounds are therefore critical to 
adapting individuals to the environment. 

However, sound production in ectotherms animals is strongly influenced by the ambi-
ent temperature [8] which can affect various features of acoustic communication sys-
tem. In fact the ambient temperature, once exceeded a certain threshold, can restrict 
the physiological processes associated to the sound production even inhibiting behav-
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iors call. As a result, the temperature may significantly affect the patterns of calling 
songs modifying the beginning, duration and intensity of calling episodes and, conse-
quently, the anuran reproductive activity. 

Therefore, the analysis and classification of the sounds produced by certain animal 
species have revealed as a strong indicator of temperature changes and therefore the 
possible existence of climate change. Especially interesting are the results provided 
by anuran sounds analysis [9]. 

This analysis requires first recording different sounds in their natural environment, 
where devices as the one described in [10] can be used. Processing of the recorded 
sounds can be locally performed in real time [11]; or in a remote center requiring, in 
this case, an adequate communication system (usually a wireless sensor networks), 
which generally requires information compressing technologies [12]. 

For the goal of obtaining climate change indicators, the in-field real time processing is 
usually not a requirement, so that sounds can be off-line analyzed from the available 
databases such as the sound library in the Museo Nacional de Ciencias Naturales [13]. 

Processing and classification of animal sounds is a recurrent issue for biologists. In 
[14] is presented a system specifically designed for anuran identification with the goal 
of providing open online searches. 

The process of classifying sounds, one more specifically anuran sounds, can be split 
in two steps. In the first one the extraction of a more or less large set of features is 
performed. The second stage performs sound classification based on the aforemen-
tioned features. 

Most of the used algorithms are based on spectral or temporal parameters such as, for 
example, the spectral centroid, the bandwidth, or the zero crossing rate [15]. Depend-
ing on the applications, sound types and, in many cases, authors’ choice, these algo-
rithms lack homogeneity, both in feature selection or even in how every parameter is 
defined. 

A particular case of spectral parameters are the Mel Frequency Cepstral Coefficients: 
MFCCs. These parameters, widely used in sound classification processes, are unique-
ly defined and even standardized [16] so they are a good solution to cope with the 
heterogeneity described in the preceding paragraph.

While MFCCs are a set of standard parameters which can be applied to sound classi-
fication, they offer a one-dimensional view of the audio segment that they represent. 
Indeed, all parameters are derived from the same approach: the sound signal cepstrum 
(a function computed out of the power spectrum). Although using MFCCs has the 
advantage of standardization, they limit the search for more semantically expressive 
features. 
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An alternative is the use of MPEG-7 standard [17]. The goal of the standard is not 
mainly sound classification but a much broader objective: standardizing multimedia 
(text, images, audio, video...) description. In order to sounds representation the stand-
ard, in its Part 4, proposes a set of parameters and algorithms much richer from a 
semantic point of view than those provided by the MFCCs. 

MPEG-7 parameters have therefore a double advantage: standardization and semantic 
richness. These features make them especially attractive to explore sound classifica-
tion techniques [18]. Moreover, the comparison among the results obtained with 
MFCCs and MPEG-7 based techniques are not conclusive, depending on the applica-
tion [19]. 

Furthermore, whatever the parameters used to characterize a sound, they are only the 
raw material for classification algorithms. Regarding this issue many solutions have 
been described, although the most common techniques are those based on Hidden 
Markov Models [20]. This is, indeed, the technique chosen for the MPEG-7 standard. 

However, pattern classification, whether sound or not, it is a field with a large tradi-
tion and where many solutions have been suggested. With the name of machine learn-
ing, data mining, business intelligence or some others, very powerful algorithms can 
be found specialized in general pattern classification [21]; and, more specifically, in 
sequential data classification [22] and in sound classification [23]. 

2 Sound classification 

The digital processing of acoustic signals is performed through two successive and 
complementary processes:  

1. Significant sound features selection and extraction. 
2. Sound classification (species identification) based on the previous extracted fea-

tures. 

For testing purposes sound files provided by the Zoological Sound Library  [13] have 
been used, corresponding to 2 species, the epidalea calamita (natterjack toad) and 
alytes obstetricans (common midwife toad), with a total of 63 recordings containing 3 
types of sounds: 

1. Epidalea calamita; mating call (23 records) 
2. Epidalea calamita; release call (10 records) 
3. Alytes obstetricans (30 records) 

In total 6,053 seconds (1h: 40 ': 53 ") of recording have been analyzed, with a 96 sec-
onds (1': 36") average file length, and a 53" median. 
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A common feature of all recordings is that they have been made in the natural habitat, 
with very significant surrounding noise (wind, water, rain, traffic, voice...), which 
meant an additional challenge in the signal processing. 

Sound classification process begins obtaining a sequence of descriptors. For this pur-
pose, temporal sound frames are considered and, for every frame, the following pa-
rameters are calculated: 

1. Total Power 
2. Relevant Power 
3. Spectrum Power Centroid 
4. Spectrum Power Dispersion 
5. Spectrum Flatness 
6. Pitch 
7. Harmonic Ratio 
8. Upper Frequency of Harmonicity 
9. Formants (harmonic peaks) 

(a) Three first formants’ frequencies 
(b) Three first formants’ bandwidth 

10. Harmonic Centroid 
11. Harmonic Deviation 
12. Harmonic Spread 
13. Harmonic Variation 

Using these features we get a good description of every frame through an ℝ vector. 
Therefore, every sound is described using a set of points in an ℝ space. The classi-
fication of each file is achieved by comparing its set of points to the pattern sounds 
sets of points. 

This comparison, known as supervised classification in data mining realm, can be 
performed using many different techniques. A broad and representative selection of 
them has been used through this paper: minimum distance [24]; maximum likelihood 
[25]; decision trees [26]; k-nearest neighbor [27]; support vector machine (SVM) 
[28]; logistic regression [29]; neural networks [30]; discriminant function [31]; and 
Bayes classifiers [32]. Additionally, these algorithms are compared to the one pro-
posed in the MPEG-7 [17] standard: Hidden Markov Models [20]. 

The results of applying one of these techniques (decision trees) to the set of available 
audio files are shown in Fig. 1. In the X-axis sound files sorted by type of sound are 
represented: 1) epidalea calamita mating call (blue zone); 2) epidalea calamita release 
call (green zone); 3) and alytes obstetricans (red zone). For each file there is a vertical 
line in a color corresponding to the classification made by the algorithm (the same 
color code applies). In a perfect classification each line color should match the graph 
area color. Each difference is a misclassification. Finally, the height of each line is the 
probability that the algorithm assigns to the classification made.  
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Fig. 1. Decision tree classification 

Overall classification results using decision trees are summarized in Fig. 2. A more 
detailed analysis can be obtained through the confusion matrix as it is shown in Table 
1. 

Fig. 2. Overall classification results using decision trees 

  

Overall success rate: 87.30%

Calamita: mating (87%)

Calamita: release (70%)

Alytes obstetricans (93%)
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Table 1. Confusion matrix 

Estimated sound 
1 2 3 

Real sound 
1 86.96% 0.00% 13.04% 
2 30.00% 70.00% 0.00% 
3 3.33% 3.33% 93.33% 

Algorithm results are also compared in Table 2. These results are graphically shown 
in Fig. 3. Bar’s height reflects the overall success rate for each classifier. Points (with 
the usual color code) indicate the success rate for each type of sound. 

Table 2. Algorithm classification results

Algorithm Sound 1 (23) 
Successes 

Sound 2 (10) 
Successes 

Sound 3 (30) 
Successes 

Total (63) 
Successes 

Minimum distance  14 61% 10 100% 0 0% 24 38.10% 
Maximum likelihood  22 93% 5 50% 23 77% 50 79.37% 
Decision trees  20 87% 7 70% 28 93% 55 87.30% 
k-nearest neighbor  23 100% 5 50% 18 60% 46 73.02% 
SVM 23 100% 2 20% 21 70% 46 73.02% 
Logistic regression 23 100% 4 40% 14 47% 41 65.08% 
Neural networks  11 48% 0 0% 29 97% 40 63.49% 
Discriminant function  23 100% 4 40% 15 50% 42 66.67% 
Bayes classifiers  15 65% 1 10% 29 97% 45 71.43% 
Hidden Markov Models 18 78% 1 10% 29 97% 48 76.19% 

Fig. 3. Classifiers overall success rate 
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In order to select a classification algorithm, it is important not only to the overall suc-
cess rate but also the balance for different types of sounds. To take into account this 
second factor we use as an indicator the error rate range	, defined as 

 = max  − min   (1) 

where    represents the classification algorithm error rate for the -th type of sound. 
Fig. 4 graphically shows the error rate range vs. error rate. A good sound classifica-
tion algorithm should have both a low error rate  and a low error rate range . Re-
garding points in Fig. 4, the closer to the origin, the better the algorithm is. A good 
measure combining both values is thus the distance  to the origin, calculated as 

 =  +  (2) 

Fig. 4. Error rate range vs. error rate (%)

From the above equation we can easily derive a normalized figure of merit (between 0 
and 1) given by the expression 

 ≡ 1 − 


= 1 − 
√ (3) 

The figures of merit for every classifier are presented in Table 3 . As can be seen, the 
decision tree is the classification algorithm presenting the best performance according 
to these criteria. 
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Table 3. Classifiers figure of merit 

Algorithm Success Error Range Distance
to origin

Figure
of merit

Minimum distance  38.10% 61.90% 100% 1.18 16.84% 
Maximum likelihood  79.37% 20.63% 43% 0.48 66.28% 
Decision trees  87.30% 12.70% 23% 0.26 81.42% 
k-nearest neighbor  73.02% 26.98% 50% 0.57 59.83% 
SVM 73.02% 26.98% 80% 0.84 40.30% 
Logistic regression 65.08% 34.92% 60% 0.69 50.91% 
Neural networks  63.49% 36.51% 97% 1.04 26.71% 
Discriminant function  66.67% 33.33% 60% 0.69 51.47% 
Bayes classifiers  71.43% 28.57% 87% 0.92 35.25% 
Hidden Markov Models 76.19% 23.81% 87% 0.90 36.22% 

The aforementioned algorithms have been prototyped using built-in MATLAB® 
functions. For the selected technique (decision tree) the “fitctree” function with de-
faults parameters is employed. This function derives the classification tree from the 
frame parameters of some sound patterns (supervised classification). The MATLAB 
“predict” function is used for classifying the remaining sound frames. 

3 Conclusions 

The main motivation of the work has been to obtain an automatic sound classification 
tool to be applied in highly noisy natural environments. Sound classification leads us 
to detect certain anuran species which is later used for biologists as climate change 
indicators. On the other hand, the main novelty of the paper relies on the comparison 
of several sound classifiers which are based on MPEG-7 features.  

From the above results, more detailed conclusions can be derived. In first place, fea-
tures extraction using MPEG-7 parameters show very good results describing sound 
frames for classification purposes appearing as a serious competitors to MFCC fea-
tures. Although extracting MPEG-7 features could require more computational effort, 
they are semantically richer and show remarkable classification performance. 

Additionally, non-sequential sounds description (splitting the sound in frames, and 
not taking into account frames order) shows quite good classification result, in some 
cases significantly better than the sequentially oriented HMM. 

Having thousands of frames to be classified, where every frame is described using an 
n-dimensional parameters space, highly resembles data mining problems. In the paper 
up to ten usual data mining techniques have been explored, and they have proven to 
be useful quite useful for sounds classification purposes. 
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Among these techniques, the best performance has been obtained using the decision 
tree classification algorithm. Its results clearly overcome the performance obtained 
through the Hidden Markov Models, the MPEG-7 proposed technique. 

Finally, the overall classification result reaches a remarkable success rate (87.30%), 
even more relevant considering the low quality of the analyzed sounds. This figure 
could possibly be increased if the frames order were considered using proper sequen-
tial classification methods. 
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