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Abstract: The need for adaptation led the industry to evolve into a 
new revolution, where connectivity, amount of data, new devices, stock 
reduction, personalization and production control gave rise to Industry 4.0. 
Predictive maintenance is based on historical data, models and knowledge of 
the domain in order to predict trends, patterns of behavior and correlations by 
statistical models or Machine Learning to predict pending failures in advance. 
This paper presents a review of most applied machine learning techniques, 
comparing different authors’ approaches used in predictive maintenance. 
Also, a conceptual machine learning framework is proposed to tackle various 
predictive maintenance challenges such as failure forecast, anomaly detection 
and Remaining Useful Life prediction.
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Resumen: La necesidad de adaptación llevó a la industria a evolucionar 
hacia una nueva revolución, donde la conectividad, la cantidad de datos, los 
nuevos dispositivos, la reducción del stock, la personalización y el control de 
la producción dieron lugar a la Industria 4.0. El mantenimiento predictivo 
se basa en datos históricos, modelos y conocimiento de el dominio con el fin 
de predecir tendencias, patrones de comportamiento y correlaciones mediante 
modelos estadísticos o aprendizaje automático para predecir con antelación 
los fallos pendientes. Este artículo presenta un estudio de las técnicas de 
aprendizaje automático más aplicadas, comparando los enfoques de diferentes 
autores utilizados en el mantenimiento predictivo. Además, se propone un 
marco conceptual de aprendizaje automático para abordar varios desafíos 
del mantenimiento predictivo, como la previsión de fallos, la detección de 
anomalías y la predicción de la vida útil restante.

Palabras Clave: mantenimiento predictivo, mantenimiento industrial, 
aprendizaje automático.

1	 Introduction

The Industry 4.0 is the emergence of the «smart» factory, which means 
smart grids, mobility, flexibility of industrial operations and its interoperabil-
ity, integration with customers and suppliers and the adoption of innovative 
business models [21]. The 4th industrial revolution focuses mainly on creating 
a digital representation of physical processes to gain better insights into what 
is happening in physical processes [10].

In addition, in the last decade the industry has adopted information and 
communication technologies in most of its activities, but especially in logis-
tics and production operations. This evolution together with the Industrial 
Internet of Things (IIoT) has changed the way systems can interact, monitor, 
control and administer. Therefore, facilitating the integration of processes and 
systems between sectors and technologies contributes to better communica-
tion and cooperation with each other in a new intelligent way, revolutionizing 
production, logistics and resource planning more effectively and economically 
[5, 28].
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According to Vanson Bourne’s 2017 global survey, sponsored by ServiceMax, 
GE Digital, a provider of software and industrial services, identified that 82% of 
companies had at least one unplanned downtime in the three years prior to the 
study, lasting average of four hours. These outages cost about 260,000 dollars an 
hour across all businesses, with two episodes of downtime lasting 4 hours each 
equating to more than 2 million dollars. The cost, causes and repercussions of 
unplanned downtime are driving investments in digital tools, such as Machine 
Learning, mobility tools, IoT platform, Digital Twin [33, 32].

Machine downtime has a direct impact on production costs and is directly 
related to companies’ ability to be competitive in terms of cost, quality and 
performance.

To this end, data is the key to this new generation of information that can 
anticipate or collaborate in making predictive decisions. Predictive mainte-
nance (PdM) is based on the early detection of equipment problems, leading 
to maintenance being performed based on the actual condition of the ma-
chines. In this way, the repair or replacement of components is only carried 
out after detecting a certain level of deterioration, instead of being carried out 
after the failure occurs or at a predefined time. By preventing serious failures, 
predictive maintenance reduces unexpected failures and maximizes the mean 
time between failures (MTBF), in addition to reducing work accidents and 
their severity. In this way, it allows a reduction in the average time of repair 
(MTTR) and extends the useful life of the equipment. All of this results in 
increased revenue, lower maintenance and production costs, transformed into 
a competitive advantage for the company [21, 22, 26].

This work aims to review the most used machine learning techniques in 
PdM. We also present a conceptual framework for machine learning models 
used for forecasting and detecting failures and predict the remaining useful 
life of industrial equipment.

2	 Machine Learning in predictive maintenance

In recent years, the fourth industrial revolution has attracted worldwide 
attention leading to a transformation of traditional production into factories 
equipped with intelligent sensors where technology is ubiquitous. Leading to 
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produce huge amounts of data. One application that can benefit of this large 
amount of data is predictive maintenance, which consists of using histori-
cal data in predictive algorithms to identify trends in order to detect when 
the equipment will need repair, maintenance or replacement. This approach 
allows the industry to predict the degradation of machine performance and 
autonomously manage and optimize service needs on the equipment. Thus, 
predictive maintenance in production environments brings several benefits 
that are extremely strategic [18].

In this way, Machine Learning is the main asset capable of detecting and 
predicting failures, such as estimating the remaining life of equipment [25], 
in addition to being used to diagnose failures [1]. Second, Machine Learning 
allows to be adjusted to new changes in the factory plant, providing stake-
holders with visualization of the results of the changes made. Finally, Machine 
Learning algorithms can identify which variables are important in the perfor-
mance, deterioration and life cycle of the equipment, which is really powerful 
to support decision making. In this way, it can lead to major cost reductions, 
greater predictability and availability of systems.

Due to all these aspects, in the last years machine learning has achieved 
a great growth in the publications of studies related to the application of 
techniques for predictive maintenance in the most varied sectors. At the same 
time, several researches and literary reviews appear with explicit methodolo-
gies to classify and present the studies carried out [37, 36, 8].

ML techniques have been increasingly applied and have shown improved 
performance over conventional approaches. In practice, the application of ML 
techniques is not easy due to the lack of efficient procedures for obtaining 
training data and specific knowledge necessary to train the models. However, a 
factor worth mentioning is that most articles use real data instead of synthetic 
data, thus bringing the results closer to the real application [8].

In an overview, the techniques most frequently used for PdM are Random 
Forest (RF), Artificial Neural Networks (ANN), Support Vector Machines 
(SVM) and K means with a focus on applications of fault diagnosis and RUL 
prediction tasks. For this purpose, are used signals that: include acoustic 
emission, electrical signature parameters (current and voltage), temperature, 
pressure, rotation speed and vibration [36, 8].
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In the Table 2, several applications of Machine Learning in predictive 
maintenance over the past few years are presented, providing an overview of 
the existing literature.

2.1	Random Forest-based approaches

In Wu et al. 2016 [34], the authors obtained an excellent performance 
in indus- trial PdM using the parallel Random Forest (PRF) technique. In 
this experiment, they collected signals from three sensors (ie, cutting force, 
vibration and acoustic emission) to create a seven-channel data acquisition 
system in order to extract 4 resources from each channel. In this way they 
were able to predict tool wear with an accuracy of 99.20% through the use 
of 28 dimensions.

Following an approach based on Random Forest to generate predictive 
models dynamically, Canizo et al. 2017[7] proposes an improvement of the 
paper from Kusiak & Verma 2011[19], where wind turbines are monitored. 
These models are designed using status data (alarms activated and deactivated) 
and operational data on the performance of wind turbines. In this way, the 
authors obtained an accuracy of 82.04%, achieving an improvement of 5.54% 
compared to the previous work.

More recently, Ayvaz & Alpay 2021[4] carried out a study with several ML 
techniques in order to forecast and detect failures using data generated from 
IoT sensors in a production line. The results of the comparative evaluations of 
the ML algorithms indicated that RF models obtained the best score achieving 
a value of 0.982 for R2, followed by the XGBoost method with 0.979.

Table 1. Studies related to PdM using Accuracy for classification and MSE for regression

References Techniques Results Data

(Wu et al. 2016)[34] PRF 99.20% DR

(Durbhaka & Selvaraj 2016)[12]

K-means 81.80%

DR
K-NN 87.00%

SVM 78.80%

CRA 93.00%
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References Techniques Results Data

(Canizo et al. 2017)[7] RF 82.04% DR

(Kanawaday & Sane 2017)[15]

NB 96.61%

DR
SVM 95.52%

CART 94.46%

Deep Neural Network 98.69%

(Aydin & Guldamlasioglu)[3] LSTM 85.00% DS

(Zhang et al. 2017)[35] DNN 100% DL

(Mathew et al. 2017)[24]
SVR proposto 0.5522

DS
SVR padrão 0.7322

(Eke et al. 2017)[13] K-means - DR

(Amihai et al. 2018)[2] RF - DR

(Kolokas et al. 2018)[16]

RF 99.25

DR
NB-G 98.00%

NB-B 98.50%

MLP 99.10%

(von Birgelen et al. 2018)[31] SOM - DL

(De Benedetti et al. 2018)[11] ANN 90% DR

(Huuhtanen & Jung 2018)[14] CNN - DR

(Lasisi & Attoh- Okine 2018)[20]

SVM 97.62%

DRRF 92.86%

LDA 90.48%

(Uhlmann et al. 2018)[30] K-means - DR

(Bruneo & Vita 2019)[6]

LSTM 99.88%

DLSVM 97.82%

DNN 98.57%

(Kumar et al. 2019)[17]
HMM + Regressão Linear 0.7261

DR
HMM + Regressão quadrática pura 0.7561
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References Techniques Results Data

(Wo Jae Lee et al. 2019)[23]

SVM 89%, 80%, 91%

DR
RNN 97%, 89%, 93%

CNN (Time history data) 78%, 90%, 85%

CNN (Spectrum Data) 99%, 95%, 99%

(Cheng et al. 2020)[9]
ANN 96.422%

DR
SVM 96.547%

(Ayvaz & Alpay 2021)[4]RF

RF 0.9821

DR

XGBoost 0.9791

Gradient Boosting 0.7761

MLP Regressor 0.6751

SVR 0.3471

AdaBoost 0.3381

1. The values ​​presented refer to R2
2. The values ​​presented refer to the root mean square error of reconstruction (RMSE) 
DR – Real data
DL – Literature data
DS – Synthetic data

2.2	Approaches based on Neural Networks

Neural networks are one of the most common and applied ML algorithms, 
and have been proposed in several industrial applications, including soft sens-
ing [29] and predictive control [27].

In these related projects, one of the selected articles is Aydin & Guldam-
lasioglu 2017 [3] that implemented LSTM networks to predict the current 
condition of an engine using Apache Spark’s large-scale data processing frame-
work. The data was obtained through sensors collecting temperature data, 
engine pressure, fuel and coolant bleeding. In this way, the authors were able 
to obtain an accuracy of 85.00% in the forecast of the estimated remaining 
service life (RUL) of the engine. Using a simpler ANN structure, Kolokas et 
al. 2018 [16] compared the use of an MLP with other ML algorithms for the 
detection of failures in equipment in the aluminum industry, using data from 
nine months of operation. In this experiment, the author managed to obtain 
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an accuracy of 99.10% in the MLP, surpassing the accuracy obtained in the 
comparative algorithms of Gaussian Naive Bayes (NB-G) with 98.00% and 
Bernoulli Naive Bayes (NB-B) with 98.50%. On the other hand, the DT and 
RF algorithms used for comparison stood out slightly better than the neuronal 
network, achieving accuracy of 99.25% and 99.25%, respectively.

Using a data set from the literature provided by NASA, Bruneo & Vita 
2019 [6] presented an ML approach based on LSTM to demonstrate that these 
structures can be considered viable techniques for the analysis of historical 
data in order to predict RUL. The authors, to prove their approach, compared 
the intended technique with other algorithms such as SVM and DNN (Deep 
Learning Network). In the experiments carried out, the LSTM managed to 
excel, obtaining the highest precision with 99.88%, thus surpassing the DNN 
with 98.57% and the SVM with 97.82%.

2.3	Support Vector Machine based approaches

SVM is another ML method widely used and known to perform classifi-
cation and regression tasks, due to its high precision. In Mathew et al. 2017 
[24], the authors used a type of SVM for regression purposes called Support 
Vector Regression (SVR). In this work, a modified regression kernel is pro-
posed for forecasting problems in order to determine the remaining useful 
life (RUL). The tests are performed with a simulated set of time series, and 
have shown that the proposed SVR has surpassed the standard SVR model, 
improving the RMSE (mean square error of the reconstruction root) from 
0.732 to 0.552.

Lasisi & Attoh-Okine 2018 [20] compared the technique of SVM, RF 
and Linear Discriminant Analysis (LDA) to detect defects in rail geometry. 
This study used real data from a first-class railroad in the USA. Of the models 
used, the SVM managed to stand out by ranking with a 97.62% accuracy rate, 
followed by the RF with 92.86% and finally, the LDA with 90.48%.

2.4	K-means based approaches

The k-means model is a popular clustering algorithm that uses an unsu-
pervised strategy to determine a set of clusters. In Durbhaka & Selvaraj 2016 
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[12] they analyzed the behavior of wind turbines using vibration signal anal-
ysis. In this work, the kNN and SVM algorithms are compared with K-means 
to classify types of failures in wind turbines. In conjunction with the compar-
ison, the authors proposed a collaborative recommendation approach (CRA) 
method to analyze the similarity of all ML algorithm results in predicting the 
replacement and correction of deteriorating turbines to avoid sudden break-
downs. Individually the ML models were able to obtain an accuracy of 81.80% 
for K means, 97.00% for kNN and 78.80% for SVM. However, the proposed 
CRA approach was able to obtain an accuracy of 93.00% when analyzing the 
similarity of all the results of the models.

2.5	Other approaches

In Kanawaday & Sane 2017[15] they proposed a two-phase approach to 
predict low-quality production cycles, in order to enable the necessary meas-
ures to be taken to avoid the low-quality cycle. The first phase of the proposed 
architecture was the use of ARIMA models to predict the values. of the param-
eters for the rest of the production cycle, later these values are supplied to the 
supervised models for the classification of the production cycles. In this study, 
four classification techniques were evaluated (Naive Bayes, Support Vector 
Machine, CART and Deep Neural Network), with DNN obtaining the best 
result achieving an accuracy of 98.69%, followed by NB with 96.61%. The 
rest, SVM and CART, achieved 95.52% and 94.46%, respectively. The authors 
concluded the study with the indication that machine learning techniques are 
a fundamental part of predictive maintenance.

3	 Machine Learning Framework Architecture for PdM

We propose a conceptual framework to be developed as an API service 
in future work. This framework will allow to apply several machine learning 
models presented in the literature for different predictive maintenance ap-
proaches.

The component diagram represented in Figure 1 shows the architecture 
of what the framework needs to have in order to offer fault prediction and 
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detection. In this way, the components called «Data Repository», «Data Ex-
traction» and «Preprocessing» are specific components related to the storage 
and data processing used to feed the machine learning models. The «Data 
Segregation» component is responsible for dividing the data into two subsets 
in order to enable training and evaluation of models. Regarding the «Model 
Training» component, it has several subcomponents representing the dif-
ferent approaches to predictive maintenance that can be implemented. The 
”RUL forecast” uses regression models in order to estimate the remaining 
useful life of the equipment. The ”Failure Prediction” and ”Failure Detection” 
components uses anomaly/outlier detection techniques for classification and 
forecasting techniques for regression. The «Model Repository» component 
stores the models created by the «Model Training» component with the re-
spective evaluation produced by the «Model Evaluation» component. The 
component responsible for forecasting and failures, called the ”Failure Predic-
tion Service” receives the data through HTTPS and uses the existing models 
in the ”Model Repository” to infer the arriving data.

Fig. 1. Component diagram representing our PdM Machine Learning proposal framework.
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4	 Conclusions

The growing digitalization of companies marks the beginning of a new era 
for industrial maintenance. A new generation of smart sensors appeals to an 
increasing number of manufacturers who wish to improve their maintenance 
methods. Ongoing research into predictive maintenance techniques discussed 
in this paper promises to deliver technologies that may improve equipment 
reliability. Integrating our proposed framework for predictive maintenance 
will allow to predict equipment’s RUL and failures before they occur, enabling 
plants to avoid unnecessary equipment replacement, save costs, and improve 
process safety, availability, and efficiency.
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